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The notions of progra budgeting and the so-caLed plmIMss

programing, and budgeting system have been discussed for May yeaws.

Most of these discussions nay be classified as prescriptive in meatre.

The method of analysis has for the moset part been verbal. Ser t•em

readers unfamiliar with this literature, David Novick's book (IL is

an excellent example. 4o as to avoid LonfusioD witit the tradittomel

government budgets and the associated budgeting system, the

instituted planning, programing, and budgeting system will be

referred to here as a planning and prograuming system.

A review of the literature on program budgeting and planning

and programing systems reveals such diiussian ot Its taxumomic

structure and advantages over an input oriented approach. Whem

discussing the choice problem of a governmestal department heed,

some attention is usually given to decision rules. These rules

equate marginal benefit tc' marginal cost, ivhL;.h is not a complete

surprise, but usually in the context of a sLugle masure of besefit

and a single seasure of cost. It appears to this author that the

more common circumstance is multiple measures of benefit avA cost.

The former ul.tiplicity ti sot surprising, while the letter Is, at

least to the economist. *immvez, the cmmoa practice currently Is

and seemingly will continue to be the use of alternative cost

Ume~aures.
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When there is a multiplicity of benefit and cost measures, a

criterion problem arisa". The various authors of the literature

useally evoke at least an efficiency criterion; that i.s they sug-

Sest or rather proscribe that government choice in the planning

area be efficient. This criterion is usually evoked and discussed

in general terms. Ibis author has not found a single reference

uwLch attempts to discuss the resulting decision process structure

when an efficiency criterion is evoked in a planning and programing

"systm. It is the purpose of this paper to explore the structure of

the decision process associated with the efficiency criterion by

fotmlating a mathematical nodal of a planning and programming

system.

There are two broad approaches, either of which one might

adopt in formulating such a model. First it is necessary to identify

a planning and programing system as a conflict system. The analysis

and lexicon are based on J. March [2). Professor March considers

a conflict system as characterized by the two attributes:

1. There are consistent basic units.

2. There is conflict.

In a planning and programing system the consistent basic units are

the plethora of study teams and decisionmakers. Some of these units

are hierarchically organised and others are of equal rank in the

organi•sation. The public press discussions are indicative of the *

ixnerent conflict in the system. That is, the preference orderings ,

of the elementary units are mutually inconsistent relative to the

resources of the system. It is also clear that the elementary units

2



can themselves be conflict. systems and that the planmilend =A

wsm~ang system, is itself a subsystem, of a "1.rpr eoeflct qpSpip

Gjves that & plannin and progrmiag systeg IS & CeetLkt

Sysiam, it Is necessary to -ameidr the natur& of cemefl~At VOeusV-

ties. Professor March notes that the theories of conf lict rense"st

may be categorised as the imputation of a superordinate goal cc a

a description of a conflict resolution process. This latter appreeph,

which Is analogous to the uicroeconomic approach to economi~c eyetaess

would presumably be based on a generalised notion of excheaga. Is

this paper the author has chosen not to approach die formulation of a

planning sand programing system model using the conflict resolution

technique. While research has begun using this approach, it seemed

of Interest to consider the decision processes using only the lapesed

superordinate goal of efficiency. That Is, In this, pape the pllam~g

and programinizg system is modeled based on a superord~nate goal of

efficiency that is imposed by the department 'a tap maagent. In

the case of interest here, it is oat necessary to consider the system

operating "as if" there is a superordinate goal; the departummt's

mangemntdoes require the system to so behave. Using a somewhat

different point of view, in this paper the model Is formalated

¶ ~abstracting from the internal conflict resluation process. ganme the

elementary units aea considered not to "suboptimisa" using the 1U4.ces

of operations research.

I* souary, then, In this paper a model Is formualated eod

exmccsed which describes the logical structure of the decilam

processes of a planning amid programming system when that system

3



operates under an efficiency criterion imposed by top management.

In Section II the general nature of the problem is discussed.

Section III is devoted to the various submodels. The efficiency

problma of a department is considered in Section IV. In Section V

an overall cost-benefit function for the department is derived.

Section VI is devoted to parameter variation results, which is

sometimes called comparative statics. The expansion and contraction

paths of the department are considered in Section VII. Lastly, the

paper is summrized, and some suggestions for future research are

given.

SECTION II

THE GEINAL NATURE OF THE PROBLD(

During the planning and programming activities of a governmental

department, the department's management must structure its thoughts

from its current position through positions in the intermediate

years to a position at the and of the planning horizon. As a result,

management must give consideration to research and development,

manufacturing, and operating aspects of benefit production and the

associated costs. Within the context of studying a planning and

prograinm system, Figure 1 is a schematic of the generation of

costs and benefits as an interrelated flow among benefit, component

system, research and development-minufacturing, and cost subuodels.

The details of the operational definitions of the variables will be

given in the latter part of this section. As can be seen by studying

the schematic, basic resources (e.g., engineering hours, raw materials,

4
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tooling) are transformed into system elamants (eg., in the military

context, tanks. planes, trained pe-souel). These system elements

are the uputs to toe component system. subuodel. The outputs of

this submodel are the system cheracteristics (e.g., in transports-

tion, range, payload, speed, fuel consumption). These characteristics

are produced from the system elements. Finally, characteristics are

transformed into values of the system benefit measures (e.g., in

poverty programs, expacted Income distributions).

The inputs to the cost model are characteristics, elements, and

resources. By use of cost estimating relationships, the cost model

matrix can be computed and the cost measure(s) obtained. All these

input types are considered to allow for such phenomenon as learning

curves, quantity discounts, and rather detailed disaggregated esti-

metion procedures. The cost model matrix has columns for the time

periods of the analysis and rows for the system elements. The

colums can be grouped by research and development costs, invest-

met costs, and operating costs, if this is desirable. Some elements

of the matrix may, of course, be sero. The cost measure values are

computed by pro- and post-multiplication of the matrix by appropriate

vectors. For example, if present costs are to be computed, then the

premultiplication is by a quantity vector and the post-multiplication

Is by a vector of discount factors.

An alternative view of a planning and programming system is

given by consideraing It as a taxonomic structure. This is the more

coommn view of program elements fitting Into programs which in tun

fit into program packages. This taxonomic structure is related to

6
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the above model by identifying the system elements as the program

elements in the planning and programming syste taxonomic structure.

Those elements may then be grouped into sets as the user requires.

The details of the mathematical programming model associated

with the above schematic will be considered in the next section.

Before proceeding to that discussion, the variables, the department

management's choice objects, will be given operational definitions.

The variables are the benefit measures, the cost measures, the

system characteristics, the system elements, and the basic resources.

These variables are assumed to have physical-social, time, space, and

state-of-nature attributes. In addition to these variables, any

exogenous variables introduced in later sections are also assumed to

have these attributes. The attributes will be discussed in turn.

The physical attributes of a measure have been discussed before

[3]. It is stressed, though, that the same physical and/or social

phenomenon can be measured in multiple ways - and they can all be

important. For example, Hillar, at al., [4] have listed the physical-

social (this author's terminology) measures of poverty as income

(threshold, relative, share of national income), assets (housing,

consuamer durables, savings, insurance), and services (education,

health, neighborhood amenities, protection, social services, trans-

portation). In considering this model, the reader is urged to regard

ame of the multiple measures as being associated with the same

physical/social phenomenon.

7



The second attribute is time dating. With this attribute, the

same physical/social measure at two different dates will be treated

as two different measures. In this fashion, choice object time

streame can be associated with a project. It is noted that the

time attribute is associated with such measures as present cost and

present benefits, since while they are calculated with many dates, they

are calculated as of some particular date. Also, the use of a time

attribute requires a careful interpretation of capital goods in the

model. For exaple, a system element when conceived of as a physical

entity existing over many time periods is included in the model as a

sequence of one period stock dimensioned variables. 'This sequence is

constructed such that all of the good in period t is used in pro-

ducing the same capital good in period t + 1 . Thus, the interpreta-

tion of basic resources in the schematic must include the concept of

outputs of one period being inputs in the next.

The third attribute locates the measure of the phenomenon in

physical space. Hence, the same physical-social measure at two

different locations will be treated as two different measures. A

location is determined by categorizing the spatial extension of the

phenomenon into elementary regions.

The risk or state-of-nature attribute will be modeled in the

Debreusian manner [5]. That is, the future will be modeled as a

time sequence of events. At any one date, the events are assertions

concerning all that can conceivably happen including natural phenomenon,

technological change, political acts, and the like. It is usual to

model this as an event tree [6]. While events imply a dating, time will

be explicitly discussed for convenience.

8



In cost-benefit analysis, particularly as used in the defense

department, the scenario has been an important tool. A scemario

seems to have no concise definition. However, it is USed to mam

the background aspects of a given situation. Here, scenario will

be used to denote a uniaursal path (a path with no steps retraced)

through the event tree. It is clear, in a model with only two dates

(present and future), scenario and state-of-nature are synonymous.

In sumary, then, choice variables are defined to have an attribute

for the event that could prevail at a given date.

The above concept of state-of-nature is extended here to Include

the empirical relevance of alternative methods and models. As most

practitioners have undoubtedly noticed, discussion concerning the

empirical relevance -- "realism" - of alternative methods and models

is often heated and lengthy. It is clear that such disagreement could

be resolved by appropriate experimentation and application of scientific

procedures. However, since the time frame of the decision does not

always allow such experimentation and since the resources for such

experimentation may not be available, an attribute of empirical rele-

vance is included in the concept of state-of-nature.

The choice objects, definei with physical-social, time, tpace,

and risk attributes, must also be scaled and given mathematical

structure. Here, the details of the scaling will not be considered,

but the reader is referred to reference [7]. Rather, each measure is

assumed to have an associated ratio scale. This scale is represented

by the real numbers.

9



SECTION III

THE SUMODELS

In this section of the paper, the submodels discussed in the pro-

vious section will be given a mathematical formulation. The research

and development-manufacturing suboodel will be considered first. Then

the component system, benefit and cost- models will be discussed in

turn.

THE RESEARCH AND DEVELOPMENT-KANPACTURING SUBHODEL

As shown in a schematic fashion in Figure 1, the inputs to this

subuodel are the basic resources and the outputs are the system ele-

ments. The basic resources will be designated by the letter xk

(k - 1, ... , K), the system elements by yj Q - 1, ... , J). The

technological transformation that represents the R&D-manufacturing

process is assumed to be an implicit function involving the elements

and resources. This implicit production function is written

G(y, 3) - 0.

The bar beneath a variable designates a vector.

Various measures of technological trade-off are possible. Of

interest here is (1) the trade-off between submodel outputs, (2) the

trade-off between subsodel inputs, and (3) the effect of an input on

an output in the submodel. These trade-offs are shewn in Table 1.

10



NAME OF TRADE-OFF SYMBOL FOKWLA

aG
RATE OF SYSTEM ELsENT SETyy Dy

TRANB,,*4ATION j aG a - Ry T ye
•yj

RATE OF BASIC RESOURCE RBRSXkXg aia 3xk

Xk- axa RUSkI
SUBSTITUTION a 0 k 71 " x 0 RWYka

a31k

MARGINAL PRODUCTIVITY aG

OF RESOURCE k IN THE Mpy'Xk - -' = MPY'l"-

PRODUCTION OF ELEMENT J ayj

Technological Trade-Of fs

Research and Development-Manufacturing Subimdel

TABLE 1

The subscript a denotes either another output or input than the one

subscripted by the j or k , respectively. This a notation vill

be used throughout the paper

THE COMPONENT SYSTEM SUBMODEL

As shown in a schematic manner in Figure 1, the inputs to this

submodel are the system elements and the outputs are the system

characteristics. The elements are deisgnated as already discussed,

while the letter z (i - 1, ... , I) will denote the ith character-

II
Iistic. The technology embodied In the component systems is represented



by the iplicit production function

'(gl,) - 0

Table 2 charts the nature of the technological trade-offs applicable

to the weapon system technology.

FAM OF TRADE-OFF SYMBOL FORMULA

RATE OF SYSTIE RSCTz z as as
C1AACTU--TION _- RSCTz z
TRANSFORMATION u÷i 3F az0

ax

aF
RATE OF RSESyJya aYa a__

SYSTEM ELEENT m - 3Y = RSESyJy
SUBSTITUTION ;y a

•JRIMAL COMPOhENT SYSTEM
PRODUCTIVITY OF aF
ELEMENT j IN THE MCSrY• a 1 3 2 1

PRODUCTION OF i a -n iYJ
CHARACTERISTIC i as1

Technological Trade-Offs

The Component System Submodel

TABLE 2

THE BENEFIT SUDMODEL

As shown in a schematic manner in Figure 1, the inputs to this

submodel are the system characteristics and the outputs the various

measures of benefits. The characteristics are denoted as discussed

12
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f

and the various benefit measures by It ( , 1, ... , L). The

technological relationships of the effectiveness eubsodel are rep*e-

sented by the implicit function

Table 3 contains the information on the trade-off.-applicable to the

effectiveness subnodel.

NAME OF TRADE-OFF SYMBOL FORMULA

as a
RATE OF BENEFIT ITE -E T

TRANSFORMATION 3T 3E "
ast

RATE OF SYSTEM as as
CHARACTERISTIC RSCSsZ - - RSCSz z
TRANSFORMATION 32 H a

asi

MARGINAL BENEFIT
OF THE ith an

CHARACTERISTIC IN THE i al
PRODUCTION OF THE MBEDzR -- - -- MBE z

Ath BENEFIT a

Technological Trade-Offs

The Benefit Submodel

TABLE 3

THE COST SUINODEL

j As shown schematically in Figure 1, the inputs to this submodel

are basic resources (xk, k - 1, ... , K), system elements (yj,

13



J - 1, ... , J), system characteristics ( -i, o**, I) and cost

estimmting parameters. The outputs are various cost measures. The

meesures are denoted by C Ua - 1, ... , K) and the cost estimating

parMters by re, (a- 1, ... , 1; h - 1, ... , R). That is, rmb

Is a cost estimating parameter sad, in turn, is related to the

statistical parameters in the individual cost estimating equations.

The relationship between these variables is expressed as

Table 4 contains the Interpretation of the various partial slopes

of these cost measure functions.

Though the discussion in the remaining sections of this paper

will be restricted to consideration of the above cost measure

function, some details will now be given to give the reader a

better understanding of the functions. As discussed in the previous

section, the besic cost nodel for any measure type is a matrix with

columa for time periods and rows for system elements. Since

elements have an attribute of time, the cost model matrix, C, has

nonzero elements only for the appropriate rows and columns. That is,

a can be partitioned into a diagonal matrix whose nonzero vectors

are all on the diagonal. This is sketched in Figure 2. Some of the

usual cost measures may be computed for this sa shown below.

14



NMESE OF PCOTrOF STPHE SyCm N "L y

TOTAL MARGINAL ath

MEASUPF COST OF THE TNcX a .

kthTH zAI RESURC

i i,:h SumTI a=
S~~CHARACTERITSTIC 2

TOTAL tIN ntb
SCO ST OF THE TmCr a

TOTAL MARGINAL hth aM EASURF COST OF TH TMC mxk a.kth BASIC RESOURC Zk s

MARGINAL a th MEASURE
COST DUE TO MC, r-MCr

COST ESTIMATINGC a r MC ra
PARAMETE rU h

Cost Measure Partial Slopes

TABLE 4

"C_ o_ . .. o_

o0 C o_ . . . 0

3
0 0 c . .. . 0

0l 0 0 . C TJ

The Cost Model Matrix

In Partitioned Form

FIGURE 2

where c vector of cost atimiating relationships

applicable to period t



Present Cost (PC)

The present cost measure is computed by multiplying each unit

cost estimating relationship C} by its corresponding element yj.

SG jt wvhere Jt denotes the indices for time period t). The

ftwmla for this is

JEJt

The vector a, r aow vector, denotes the total outlays by time

period. To complete the present cost calculation, the vector, _O,

In uultiplied by the vector of discount factors dt (t -U..... T).

Thus,

T T
PC X24.' I ~t dyjCi

t-1 JEJ

The computation here is the ame as for present cost, except

the discount factor vector A is nov merely the sum vector 1.

STear System Cost COc) .

The 8 year system cost Is similar to the total outlay. The

difference is that only selected elements are used. The computation

is performed by first multiplying a modified identity matrix by the,

element vector to get a column vector of selected elements. The

Identity matrix modification is the removil of the diagonal ones

for those elements not selected. -By formulae the computations are

I (S) I column vector of selicted elements

Q Y) A row vector of yearly costs of selected

elements

(CS)1)TA,(S) - S year systen costs

I 1

16



The symbol I(s) denotes the am vector with xerf Soc -APP, of

interest in the e year system costs.

Tim Stream of Total Outlay

The measures of interest here are the outlays of o" Is each

time period. This will be a vector which Is coqpmted as yTz

Time Stream of Selected Outlays

This measure is like the preceding except that only selected

elements are used. the formula is Q (S))TC .

Unit Costs of System Elements

This measure In a vector measure of unit costs of each of

system elements. The formula is Cn .

In order to give a better understanding of the nature of th •

partial slopes of the cost measure functions, the next few pragraphs

are concerned, first, with the individual elements of the cost mndel

matrix and, second, the computation of appropriate partial stope"

for nowe of the measures just discussed.

The individual CER is formulated as

C - f Jt t)

The partial derivatives of this function with respect to the cbaracter-

istics, elements, and resources measure the respective unit marginal

costs. The partial derivative with respect to the coot coefficiest

Yhjt measures the marginal jth element cost with respect to it mm

kth cost coefficient. When considering the marginal effect on system

cost, the total marginal cost, all such unit marginal effects maet be

included. When the present cost Measure (PC) is used, the computation

is for the tth characteristic.

17
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tUl icJ

Ihe result for total marginal cost Is the weighted sun of the unit

marginal costs with the weights being quan tity of elements and the

discount factor. When system elements are considered, the formula

is

C uC ~ (fit+ pf 8tTKt-l ? JJ 3 Y I t

In this case there are two effects, since elements appear directly

and as part of CXU's. This same general pattern of weighted unit

effects occurs for the other measures. This weighting is the reason

for defining the partial slopes of the cost measure functions as

total pilctL slopes. They are, in turn, usually complicated expres-

sinus.

SECTION IV

IIIICIENT DEPARTMENTAL PROGRAMS

Using the submodels discussed in the previous section, the decision

prome""es of the department cask be studied. The planning and pro-

gramaing system modeled in this paper operates under a top management
I I

imposed superordinate efficiency criterion. Using this criterion,

is



alternative solutions are represented as vectors of beneftit and

cost levels such that there is no vector that will give morm of one

•CoMPmnct vithout giving less of another. ',The techn-que of vector

maxi•lization is especially useful for these types of problems and will

be used in this paper. Background material on this technique Is give

in references (8J and (91.

In formal term, the efficiency problem is

"• ~"MJax" (-_]

set.

. y•.• - 0

&x!i,•_ Z 0 .

As the reader has undoubtedly observed, there are no restrictions on

the signs of costs. This could be accomplished by adding additional.

constraints. This is not done here as no essential notion is lost

by its exclusion. The usual assumptions concerning differentiability,

constraint qualifications, and concavity/convexity are assumed. The

Lagranglan of this problem is

L M
-,CUE ZI#XA*D + I mCma + Al Sl +

+

The necessary conditions for a maximus'are as follows. A

variable of the maximization problem, which appears below as a sub-

script, denotes a partial derivative with respect to that variable.

•19



(1) ' PH S3IE 0 L -1. .oL

• I

C2 + Air + A ' I 0 x -
UPI I

.13) 1 # C + A 0•Ij +11s ) - t .!.,.
" " 1. . 7 3u

al .
(,4) Z c.uC% + xA2Cz .4o- k.-l ..'•. ,•.

1.51 - 0." '."

(6) G(~x_) 0

(7) (Lj) -0

It is noted that the number of dependent variables _ equals

the number of equations.

The topic to be discussed next is the decision rules which can be

derived from the necessary conditions. These decision rules are

necessary for a maximu., and they are sufficient If the full concavity

(convexity) assumptions are made. -The rules presented below will be

for the case where all variables are at a positive level and all the

necassary conations are equations. Turther, the equations can be

asespulated iL various ways and only one possibility is presented here.

20



Decision Rule'o

Using equations 1, It i'o found that

IL .•Hl& #L H IS

This rule mans that at an optium the rate of tr fmti of

benefit measures Is equal to the appropriate ratio of 4's. In the

economic literature the #'s are known a" efficiency prices and

they shall be so interpreted here. Since paly relative eff:icie=y
prices are of Interest as these mosure thp rate Of beinefi .trans-

formation, beiefit 3t LIs selected as nuodralre.

Decision Wule 2

Ueing equ*tlons 1, 2. and the choice of numdraire, It Is found

that

m!1 kiT)ChIC: 5 ) + Cxs :s)

T rlse is mre easily interpreted if the to G t•Ls to

be negative n~abres. The #'a and #'a kar stictly postive s

shown by Karlin (Ref. 8, p. 2171. Then the first term In the ma -

tor is the total variation In cost due to-a change In the ath

characteristic. The. sun of these torso, thin, Is the net chenge is

units of benefit units of A due to a direot effect en the bemoeit

(O1S3s.) and' an Indirect .offe6% due to 'he cost measroes. OvTeIll,

the rule says, that the ratio of net variations in wxosael b"Neit

should equal ihe rate of characteristics trausformation.

21



Using eqiations 3 and the other decision rules, it is found that

3o e I0 %an t I :) ir ec1 + (3B*hi))(KCSPaiz

yj
The first term In the numerator measures the marginal effect on all

cmats (In uni.ts of I~ of a change In y~*The second term first

measures the- effect of. ya on aui(HCSPz Iye), then the effect of

21on not units of Ir Again, there is' an indirect e ffect of y
on costs (first term) and a direct effect! transformed, to net units

of ZL. The overall numerator can be thotght of as the net efficiency

value of an additional unit of ye measured In units of Z.. The

ratio of the' net efficiency value of additional units of Y. and

y aj set-equal the rate of transformation of y, and y. at an

o~ptium.,

Using equations 4, the decision rule to

The ri•tht sie of this decision rule is the ratio of two total marginal

meos. So the rule says to equate the ra te of substitution to the

22



ratio of total marginal costs. The costs are agin measured in units

of E.

As can be seen in this sample of decision rules, the appl/ratIA&

of an efficiency criteria to the outputs of a planning and prograrnag

syste- leads to rather complicated decision rules. The framework for

considering such problems includes the use of efficiency prices and a

numuraire. Some reduction in complication would occur if the unit of

account were consciously chosen and used in interpreting the decision

rules.

SECTION V

THE IMPLICIT COST-BENEFIT FUNCTION

In many discussions of planning and programming system and the

associated departmental management problem some "nice" function of

cost and benefits is assumed. For example, the Implicit function

H )- 0

is sometime used in the discussion. It is the purpose of this part

of the paper to discuss the relationship of such an Implicit form to

the previous model.

The necessary conditions for the efficiency (vector, maximum)

problem (equations IV.A - IV.7) can be solved for the choice variables

as functions of the efficiency prices and the cost coefficients. That

is, by use of the implicit function theorem applied to equations (1)

through (7), the following equations can be developed.
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Y. ~ j . xr)

~~k. J2 *r)• x IL IT'•'r)

In addition, it is known that

Y..~s , j_, .r)

Substituting for j, y9 , this equation becomes

__ I L.A.D-_c, 1(k, i. ) (*, JL X

This set of equations, together vith

parametrically determine the cost-benefit surface.

These equations for C and Z as functiow of j, k parametrioally

determine the cost-benefit surface (10, p. 371-375) since the sum of

the #'s and. #'s is one. This latter theorem for vector maximum

problems is proved by Karlin (8, p. 216-218). Hence, again using the

Implicit function theorem, L + N - I of the *'s and #'s can be

solved for as functions of the L + M - I 's eand V's. In turn,

these may be substituted into the remaining equation yielding, for

example, the explicit form

vhich is easily transformed inpo Implicit form. Rance, the vector

maximum formulation permits the development..of an Implicit cost-

bemefit function.
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Now that the cost-benefit surface is known in imlicit fwtima

form, at least locally, it is of interest to study the qualitative

properties of the surface. That is, the signs of output treasforma-

tions, input substitutions, and marginal productivities are of interest.

This line of research has not yet been pursued. It is noted that it

involves a repeated application of the corollary to the implicit

function theorem on the slope. of Implicit functions (11).

SECTION VI

EFFICIENT SOLUTIONS AND PARAMER VARIATIONS

The effect on the efficient solution values of the variables in the

model of variation in the parameterm of the model is now considered.

This sensitivity analysis is performed in the usual manner by considering

the first order conditions discussed in Section IV as Implicitly defining

a relationship between the variables and the parameters. Inequalities

among the first order conditions present no difficulties as shaow by

King [121. The slopes of the implicit variable-parameter functions are

the point of investigation. The results of the investigation will be

to show that the overall variation in the x's, y's, and tse can be

considered as an efficiency substitution effect and a benefit effect.

The first parameter of interest will be a cost coefficient r . The

next parameter will be an efficiency price.

Differentiating the equality necessary conditions yields the

equat Lons
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LxL LxI LxJ ULK Lxi Lx Lxi 0

N-il 4 12  -2 -1i7 3 -

Ixti )xI IxJ .xK AIxl Ax1l IXl I
Ail lbi2 t~23 -4A25 A* 9277 Dr -

9.A 3 Jx XJJ JXAJxl JAI ly, Jxl
S? 4 636;3Z4~35 -3 6 - ST k73

9 KxL KxI J K l 1W Kx1 Kxl' ajY-ixl

P xL !lx 0 0. 0 !

1xL 1L lx lxKDX2
- A 0 05 * 00

* .lxL 0lx _oAX _ A1  o o o ~ 2 o
736 .t6 .

AxL I W 1xK *~0 0 0 J.0

The details of these equations can be seen in Table 5. For convenience

of ewptrsseloa set I is written as

A,& -b.

Tne solution to this set of equations is then, in formal terms,

To widerstand this solution, it is necessary to consider the follovwng

efficiency problem. In this problem the idea is to vectoriaily maxi-

msze costs subject to a fixed level of benefits and the various

technolgical transformations. In formal terms,

Set.

- 0

ubere j designates the fixed level of &iA effectiveness measures.

The "notion of, maxim"m is used as costs are treated as negative

nuabers. The Lagrangian for this problem is
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M *m|.) .~~z+ Ii.&

V 1a-0-I I I(A
LMC + + J23 X7( +P3 11

Apia, the usual mathematical assumptions are made. The necessary

cOmitIoMS are

K
"CA) I*3 C. +p7 + 1 -oowl,a a, a., :

* - £IS I.

# 1 .Ucv + -I y 2 y i 0 jo

C..1.5 5 +VF + 2sI) 0 ;l0.
"*u- " " " ,.;,

* K

O* CD)7 lygjm

,C) *tz Cj) +0 e,-

Sowl . :} " .;

(") • #"C'• +,, -20 ,0 ,..,

(D) F W o) 0
•(Z) G(.,-X). 0

The W r of variables (x's, y's. sus, Pi's) can be shovn to equal the

nmber of equations.

The relatlouships of these conditions to the oriSinal maximm

problem are first studied by means of the Lagrange multipliers. Using

equations (C) and (4), It can be shown that 2 if the partial

degivatives are evaluated at the same point. 3quations (B) and (3)
A A

are used in d&njunction with A; "2 to obtain the theorem that

;I " q t'on (A• , and (2) In Conju•.etion wit ux I are used

* 28 :



to obtain P 3  A 3•3  Of course, all these equalities s*ome the rt1s"A

derivatives are evaluated at the same point.

The second relationship between the efficiency problem and the

maximum problem concerns the decision rules. With the relationship of

the Lagrange multipliers it is clear that equations (A), (a), and (C)

are the same as (2), (3), and (4). Rency, the decision rules are the

same if derived only from these equations. The decision rules of the

last section directly use (1), but this need not have been the case.

It is concluded, then, that where applicable the two forsulations led

to the same decision rules.

To investigate the efficiency substitution effect, it is necessary

to differentiate the necessary conditions with respect to the cost

function parameter r. This procedure yields the equations

- .xI *IxJ IxK Ixl. Ixl xl" •_ .xI
Ail Ai2  1 -14  - -16 Tr

11): JxJ JxK Jxl Jxl Jxl 3 bJxl
k 1 k2 2 12 3  444 5 -- "2

4 x1 KxJ KxK Kxl BKx __4 4b x
1 2 k3 - 3 . Or -3

* lxI Wx lxK Dm1 0 U0 0. 0 Or

* lxI lxJ lXK W l3x
1A l A 0 0 0 Or0

In more compact notation:

ILL_ t_._.•l

The details of this system of equations are shown in Table 6.
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Inspection of I and 11 shows that II Isp in fact, a submstrix

of I. Using this information, I Is written as the partitioned

`matrix:

AIxL LxI LxJ LxK 2x x Lxi "A
AV 1Ll 0 x 41 -q--99 A5

IxL IL

Kx'L I I+J+K+3xI+J4IC+3 ax

AX A I

-x I 31r

the equations can be written

ALxL LxI+J+K+3 Of, LxA11

I+J+K+3xL 1+J+1C+3xI4J+K F ]
The solution is:

Lxi Lxi+J+K+3

0Lxl

l+Jq+K43xL I+J+K(+3xl+J+IC+3

-x1 -1 L3 -1 W-1 O - i +J-+x

Li S
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Notice that the solution for 4w also appcars in the solution for r.

Also j appears. Explicitly then, the solution for C is:

• , -- Dra

The first term of this equation is the efficiency substitution effect,

and the second tern is the benefit effect. Thus, a change in a cost

function parameter can be considered to have two additive components.

The first component is the variation in the t, x, or y due to

the variation in the cost coefficient holding the effectiveness level

constant. Thr second component is the effect on the z, xt. or y

due to the effect on benefit due to the cost coefficient. This latter

component effect is due to variations in the &, x, y in the

technologies and cost functions.

In a manner analogous to traditional economic theory, substitutes

and complee ts can be defined. For efficiency substitutes and

complements the definitions are:

Efficiency Substitutes '

Two characteristics (elements, resources) are called efficiency

substitutes for cost function parameter rub if

3-ff iclenc Coglements

Two tharacteristics (elejoents, resources) are called efficiency

complements for cost function parameter rub if

. .j• 0 and 0rjO ii÷
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The next peramiter to consider is the wse associated Wih -the "

efficiency prices. This probleu ls,of literest saice it ts the

i variation in these prices which "sweeps out" the cost-ben•elt su•fM .' '

Again, the necessary conditions for the vector mazxsm are

ferentiated with respect to the variable of Interest, %ldb is am di

efficiency price *m, associated with the ut" cost memsure. Sho

following equations are obtained.

! a_

0

son

a•

?or conveniece thi. set of equatimon is witt~en as

i ~The solution: in formal terms is

-1-
33
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lefore continuing with this development, it Is notod that the

effect of a variation in o n the values of the cost aN Ksures if

given by

X -% x - -jO' S SC U
"a km k I =I 'j It iin'i *#u

(-*1, 0.., M)

Continuing with the main development again, the resuli of

applying the procedure to the efficiency problem Is the following

set of aquatioc"..

-C

w -C

I.•

Dm

a,is WV cmpat.1ota ion i

3.4

| 1%



Apia, this equation set In sooen to be a subset of the pr.vIlus, and

the origiLni set my be vritten In partitioned fetu an

..... 1.0

where

Allx

1%

a%

Ix.

|2"

Stu

L i

Vv solution Is• "

"J L E • , -.

so &be solu'Am for 6J way I• written ase

lwB
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Again. there Is an efficiency substitution effect and a benefit

Win Is cosdrdInstead of *~*the procedure Is the

'same. Teresults are somewhat different In that and

aper differently In equations (1) through'(7). The results are as

follows With j*being the #AVeroion of j

£l-1lz~ i1 L1 LL-11V1  -1 I+J+K+3xlJ

where jIs a vector of sero's except for. a mlnas on In the j1 th

esomanet.

ZupI1citly, the solution for 6* is

sad thiere Is only a benefit effect.

MWhecowpaative static analysis perforimed In the preceding para-

graphs yields Isome Insight Into a planning and programeing system.

Nowever, such further research is needed to determine the qualitative

properties of the system of equations.

WIASSIONCS-OMrAcTIo PkIBS

* In soot discussions of. the'fire found In textbooks .on economic

themv, the notion of an expansion path is discussed. This path Is

uoual~ly.stated as a relationship a"In the Inputs to the fie (e.g.,
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see (133) though some authors use a different characterization (e..

see [141). Whatever the chosen characterLation, the path is derived

by considering the minium cost operating point for all levels of eut-

put. Such discussions of the expansion path do not consider the possMble

existence of physical assets at the start of the problem. These

physical assets my be considered historical accidents for the deci•ion

problem of the firm. Also the discussions do not consider ny produti

process that might be considered as a "stages of production" system.

This section of the paper applies the expansion path notion to the

planning and programing system modal which requires consideration of

assets and multiple "stases of production." In addition, the nodel•in

this paper contains mltiple cost measures which must be considered.

The multipl cost measures are considered In the expansion path

analysis by use of a matrix. As in the traditional economic theory

of the firm, an expansion path is derived by considering multiple

levels of a single cost measure. This is merely repeated for each

measure yielding the expansion-contraction path matrix when all results

are tabulated.

The expansion path when no physical assets are present at the begin-

ning of the planning period will now be derived. The dertvation will

use the results of the efficiency problem discussed in Section IV.

The derivation begins by applying the implicit function theorem to the

necessary conditions (equation IV.1 - IV.7) of the efficiency problem.

This results In the equations
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(2) z=xo.t

(4) ,=Z.

Un the case at hand, is a vector of one component and since the

am of the #'s and #'s is one, there are only L Independent

veriables mowns the #'s and' #Ia. Sat this permits the Inversion

of (1) by another application of the implicit function theorem yielding

lubstituting these equations in (2) - (4), the only variables of

lnterest, yields the composite functtons

a Z*()

These are a vdctor function characterization of the expansion path of

the planning and programming model. Thesel vector functions are the rows

in the eopansion-contraction path matrix.

As the reader has undoubtedly noted, the previous equations suppress

the cost model coefficients. If these are present, then it may be pos-

sible to reduce the vector function to a single function. This is not

done here because the exact structure of the cost model become of

Importance.in determining thd number and arrangement of the coefficients.

Alo.' the coefficients are frequently random variables so the interpreta-

tia of the rsulting single function mot, be considered carefully and

ths weild greatly extend the length of the present paper. Hence, the
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"complete collaps lag" to a single eqiNatIon s ch receus to 1.

included In this paper.

*. The dlsiilsiom naw turns to ths Inclusion of existing hpipedee

assets, somatjmss called free assets, Into tesmyi.Ii

luvolves, so great Chaow A4,the results of 1 the ainlysd is h

variables In ¶he model are all time-dated., Hese, by laclueles. ofa

fixed upper bound on the quantities availa~1e of- certain stash

Alimastomed mapd tif seo" dated variabless, the model Is e.tem to

Include "free ast.- Ibis hangep vill result In the first 9aria

couditions cofitaining additional Inequallites; for each of tbe 'free

assets." If some "free asset" Is not demanded to the extent owfit

supply, then Phe preceding sections remain, mhsmagd. If all the sappft

Is used at as, efficient point, than for the development of the coast-

benef it function and the expansion paths, yariables; should be treated

as a first-orler enegesous variable [115. ,The results thea boew the

sae form but with aomevarlables. interpre~ed as £ irst-OrdW esmms

variales. 1eadiscussing peraeater'variations, ther. are aw basic

difficulties though care mest be ezaevied, since soederivatives may

only be -left br right (but not both) derivatives. Also, the. decisiss

rules associated with (*) in Section IV change stwo fec thes free

sseens with al positive Internal opportunity cost (IV.4) hem

9T C + %a AU
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where A~ k* a the internal opportunity cost of the kOth free

asset. Benco, the total marginal cost as computed in the coat sub-

nodel oast be increased by the Internal opportunity of the "free

assets" to obtain the overall marginal cost.* It is noted that in this

Interpretation the costs are treated as negative numbers and basic

resources as positive numbers.

lbs ebove discussion shows that the "free assets" that may exist

at the beginning of the planning horizon do not cause a major revision

of the results. Tke complications are rather easily accommdated.

Howver, It Is amuseful to consider the language of expansion and

cosntraction paths to denote the relative direction from the current

position.

SNCTIOS VIII

In this paper, a model of a planning and programing system has been

Lermla~ted and exercised. The nsdal lacludes a superordinate goal of

efficiency Imposed by the departmental management. This superordInate

pal ad the basic structural model of a planning and programming

"sytem are used to study the decision rules needed for efficiency.

%boose decisien rules are Interpreted by use of a num6rairs, a unit of

seccout sand efficiency prices. When so-called "free assets" are present,

the decision rulas are given an additional Interpretation by use of the

"wooezl" opportunity cost of the "free" asset. While no Imperative

sentences are constructed from the declarative sentences associated

wick the decision rules, such could be dens. On the logical problems

sesociated with this translation, see Herbert A. Simon [161.
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4

The comparative statics technique (sensitivity analysis) wben applied

to the model results, in general, In the derivation of a beefit effect

and a substitution effect when a parmeter varies. Tese benefit d

substitute effects are the basis for the definition of efficiency

substitutes and compliments. The" effects in a nonbudget train"

model my be somewhat surprising to the reader.

The information that is relevant for the top management of the

department is characterized in the form of an overall cost-bemfit

function and an expansion contraction path matrix. Thes characterisa-

tions of the information are based on the use of the implicit functiom,

theory and hence are local results.

Many areas of future research effort are feasible. The reader

wrll undoubtedly have derived a list for himself. The modeal presented

in this paper could be extended by improving the technological relatim-

ships in the subsodels by explicitly considering risk, and by seeking

more global results for the information summary functions. Also, the

use of myopic (e.g., one period) decision rules and the effect of

such on the system could be investigated. Finally, the use of a

superordinate goal my be replaced with a model of the conflict remolu-

tion process internal to the planning and programing system. Some of

these area are currently under study by the author.

As must be clear to the reader, this is an exploratory paper in

an area where much research remains to be done. Currently, the gevern-

ment Institutionalises various mchanismis of the planning process with

little guidance available on the systems performance. Also, given that

planxin and programing system are in expanding use, the effect an

41



the economy as a whole is of interest. However, all these broader

analyses await some more basic research on the systems themselves.

The author hopes that he has enticed some readers to consider this

research area.
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